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1 Preliminary

This paper is a modified version of [1]. We cannot calculate all functions even if
we restrict its domain to the natural numbers, because the set of all functions is un-
countable, and, on the other hand, the set of all computable functions is countable.
However, a computable function that we speak of, is not only computable theoreti-
cally, but also may spend a million years before we get the answer. The Ackermann
function is one of the typical examples. It is computable, but its computing time
grows extremely bigger as n grows bigger. According to our experiment using a
computer, we immediately get the answer up to n = 3, but the computer does not
move for n = 4 (of course, it moves underground). It seems that the computing
time may spend a million years for n = 10 or n = 100.

The reading head must scan input data to answer, if the size of the input data is
n, and so the machine needs at least n steps. Of course, it seems that the machine
spends many times according as n grows. Therefore, it is clear that t(n) > n if t(n)
means the computing time as the function of n. So, we must argue the t(n) less
than polynomial, or less than exponential, and so on. Now, for the small n, the
computing time is less than some constant, and so we neglect small n, and argue
sufficiently bigger n.

If t(n) is the polynomial with degree i, we can write t(n) = agn‘+a;ni 1 +------ )
but we get t(n) < (ag + 1)n for sufficiently bigger n. So, we write t(n) < O(n?)
for this fact. We write ¢(n) < O(2") similarly, in the case of exponential, and so
on. Classical logic has two methods, the so-called Hilbert style and Gentzen style,
and here we use the Gentzen style. Our logical symbols are —(not), A(and), V(or),
- then------ ), V(all), and 3J(exist).

Definition of terms:

1. A free variable is a term.

2. If f is a function symbol and aq,...... ,an, are free variables, f(ay,...... ,p)
is a term.

3. The only terms are those given by 1 to 2.
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Definition of formulas:

1. If P is a predicate symbol and t¢1,...... ,tn are terms, P(t1,...... ,tn) is a
formula.

2. If A and B are formulas, A, AN B,AV B and A — B are formulas.

3. If a is a free variable, A(a) is a formula, and z is a bound variable not occurring
in A(a), VzA(z) and 3zA(z) are formulas.

4. The only formulas are those given by 1 to 3.

If I" and A are finite sequences respectively, we call I' - A a sequent. It means
intuitively, that if we assume all of I' we deduce at least one of A. If A is a formula,
the sequent A F A is an axiom. The inference rules are following:

TEA ppinmi LA o
ATFA Thinmning +- TrAA F Thinning
I',B,A Ty A L'+ Ay, B, A Ay
I,A BTy FA Interchange + T AL A B, A, F Interchange
AADEA e DEAAA
ATFA ontraction TFAA ontraction
rea4 ATFA
~ATEA " FrA-Al
ATFA  BTEA  THAA TEAB
ANBTFAN AABTFAN TFAAAB
AVBTFA Y TFa,AvB Y TrFAAVB Y
LibfuA Bilpbhy ATHAB
A= BT, ToF ALAy TFAA—-B'
A@),TFA . Tt A, Aa)
VzA(z), T FA v T F A, VzA(z)
A(a), T+ A - THA,A(t) .
JzA(z),T'F A '+ A, 3zA(x)

Fl }"AI,A A,FQ}'—AQ

', TaF A A cut

where t in the inference rule of V and 3 is any term, and a is any free variable not
occurring lower sequent.
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2 Main Theorem

Provability is equivalent to provability without cut, and so it is sufficient to
argue the decision of the provability without cut. In the proof figure without cut,
we attend that the logical symbols including upper sequent are fewer than those
including the lower sequent. We neglect V and 3 during short time, because these
symbols are complicated. Let n be the length of a given sequent. We will show
that we decide whether the sequent is provable or not within O(2"1°8™) steps (in
the case of propositional logic, within O(2") steps), by using induction on n. (This
is the time to spend for the decision of provability of the sequent, but not the time
to prove it.)

Case 1: No logical symbol occuring in I' - A.
In the case that I and A have the same formula, it is provable, and in the other
case, it is unprovable. We can decide it within O(n?) < O(2") steps.

Case 2: I'1,7A, Ty F A.
Provability of this is equivalent to one of I'1,'s = A, A. The length of 'y, o F A, A
is less than n. So, the provability of this can be decided within O(2""!) steps, by
hypothesis of induction. And, we can decide whether it is the form I'y,—-A, T2 - A
or not within O(n) steps. So, provability of this sequent can be desided within
O(n) + O(2" 1) < O(2") steps.

Case 3: I'F Ay, A, As.

similarly.

Case 4: ', ANB,I's - A.
Provability of this is equivalent one of 'y, A, B,T's = A. Because if ', AAB,I's F A
is provable,

(i) I'1, A, Ty - A is provable

or

(ii) I'1, B,I's F A is provable.

In the case of (i), the proof figure of this sequent is of the form

ArA BB
T AT,F A
Then,
AFA  BEB
BALA BBrB 2L

B,C-C

T, A B T>F A
is a proof figure of I'1, A, B,T's - A.
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The case of (ii) is similar.
Conversely, if there is a proof figure of I'1, A, B,I's - A

I',A BTy A
I',ANB,AAB,Ts - A
I',ANB, T, - A
is a proof figure of I'1,A A B,I's b A. Now, if we consider that A A B is the
abbreviation of (AA B), the length of I';, A, B,T's - A is less than n. The remainder
is similar to Case 2.

Case 5: ' A1, AN B, As.
Provability of this is equivalent to provability of both of I' - Aj, A, Ay and
[' - Ay,B,As. The decision of the former is of O(n) + O(2"!), and one of
the latter O(n) + O(2" 1), and therefore the decision of I' - Ay, A A B, A, is of
O(n) + 0(2" 1) 4+ O(n) + O(2™ 1) < O(2") as a whole.

Case 6: I'1,AV B,I, - A.
Similarly to Case 5.

Case 7: ' Ay,AV B, A,.
Similarly to Case 4.

Case 8: I'1,A — B,I', - A.
Provability of this is equivalent to provability of both of I'1,I's - A, Aand 'y, B, s - A.
Because that if 'y, A — B,I's - A is provable, there is I'11, 12, 21, 22, A1, Ag such
that I'y; €', T2 =T —T'11,021 €T, Toe =T —T'21,A1 C A, Ay = A~ Ay, and
further I'11,'21 F A1, A and I'19, B,I'99 - Ay are provable. If

AFA BEB 4

I, Ta1 FALA

is a proof figure of I'11,I'91 = A1, A, then
AFA BFB

I'12,A,Too - A9, A T12,B,T'2 - A9, B ¢ro

I'12,C, T2 - Ag,C

T, T,FA A
is a proof figure of I'y, 'y F A, A.
Similarly, if I'1q, B,T'9; F A is provable, then I'y, B,I's - A is also provable.
Conversely, if I'1,I's - A, A and I'y, B,I's - Ais provable, then

T, T,FAA T BI,FA
Fl,Fl,A—> B,PQ,PQ }” A,A
Fl,A—>B,F2 FA
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is a proof figure of I'1, A — B,I's - A.

I'1,IoF A, Aand 'y, B,Ty F A can be decided O(2" 1) steps, respectively, and
henceI';, A — B,T's - A is decided within O(n)+0(2""1)+0(n)+0(2" 1) < O(2")
steps, wholly.

Case 9: I'+ Al,A - B,A2.
Provability of this is equivalent to provability of A,I' - Ay, B, Ao, and the latter can
be decided within O(2" 1) steps, and therefore the former can be decided within
O(n) + 02" 1) < O(2") steps.

Unless V or d, we get the same result in spite of an order of elimination of logical
symbols. But we will fail to prove a provable sequent, if we use a wrong order of
eliminations. This comes from the very strong condition that ¢ in -V or 4 - must
be a free variable not occurring in the lower sequent.

We select the most alternating formula of V and 3 for a given sequent. On the
occasion, we count alternated quantifiers for V or 3 in —, or in the leftside of —.
Last, we alternate all quantifiers of the leftside of -, again. In the case that most
alternating formulas are plural, we select the formula starting from V. In the case
that such formulas are yet plural, we may select any formula. The time for selecting
such a formula can be within O(n?) steps.

Case 10: I'y,VzA(z), T2 F A.

The provability of this is equivalent to provability of I'y, A(t),'s - A for some term
t. But, the latter may not be shorter than the former contrary to the cases so far
dealt with. So, in this case we devise as follows. We notice no inference rule to
change contents of the term ¢ in general predicate logic. (This argument does not
good in a special predicate logic, for example, the natural number theory.) Namely,
when a term t occur anywhere in the proof figure, corresponding part remain ¢ in all
sequent over that place. Therfore, the figure which replaced the term ¢ occuring in
the upper sequent of V - or - 3 in anywhere in the proof figure, to a free variable a
not occuring in the lower sequent throughout whole the proof figure, is yet a proof
figure. For example, the leftside figure is before replacing and the rightside figure is
after replacing, in the following examples:

P(f(c)) - P(f(c) P(a) - P(a)
VzP(z) - P(f(c)) VazP(z)F P(a)

P(f(c) = P(f(c)) P(f(a)) F P(f(a))
VeP(f(z)) = P(f(c))  VzP(f(x)) F P(f(a))

The provability of T'y(¢),Vz A(x,t),T2(t) F A(t) is equivalent to one of

I'(t), A(t, t), Ta(t) F A(t)
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and moreover this is equvalent to one of
Fl(a)7 A(a7 a)7 FQ(G’) F A(a’)

And the last sequent is shorter than the first sequent. Therefore, the last sequent
can be decided within O(2(»~1D108(n=1)) steps. And, the selections of ¢ are less
than n, and so the first sequent can be decided within O(n) + O(n?) + O((n — 1) -
2(n—1)log(n—1)) < O(znlogn) steps.

Case 11: T'+ Ay, VzA(z), As.
The provability of this is equivalent to one of I' - Aj, A(a), Ag for a free variable a
not occurring in the sequent. And since the length of the latter is shorter than one
of the former, it can be decided within O(n)+0(n?)+0(2(r—Dle(n-1)) < g(2nloen)
steps.

Case 12: T'y,3zA(x), T2 F A.
Similarly to Case 11.

Case 13: '+ Ay, 3zA(z), As.
Similarly to Case 10.

From the above results we can get the following theorem.

Main Theorem 1 In the classical logic, we can deside that I' = A is provable or
not, within O(2"'98™) steps (in the case of propositional logic, within O(2") steps).

3 Conclusion

In this paper, we argue by Gentzen style, but it is well known that the provability
by Gentzen style and the one by Hilbert style are equivalent. On the other hand, it
is well known that the provability of a sequent and the validity of it are equivalent.
Therefore, the decision time of provability and one of validity are equal. In the
propositional logic, it is trivial that validity of a sequent can be decided within
exponential time, since it is valid if it is true for all combinations of the truth values
of the atomic formulas contained in the sequent. But, in the predicate logic, it is
impossible that we decide the truth value of Vz A(z) or 3z A(z) within finite times. It
is due that we must examine the truth values of A(t) for all terms ¢. In this paper, we
showed that it is sufficient within O(271°6™) steps (in the case of propositional logic,
O(2™) steps), but not necessary within them. It may be decided within polynomial
times. It yet remains to show its immposibility within polynomial times. We began
with the most easy classical logic at the start, and we also will examine the other
non-classical logics.
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BRI DR E B (SRETHR)

[&E]

FMBREIZI 1T B sequent & 1T HERNCHE S TH RN XFHIOFETHSH. =
:’C%éhéjﬁiliﬁ EHZ#C (ao,al,ag, ...... ) ﬁiﬁ%ﬁ (mo,ml,l‘g, ...... ), B?]i}ﬁ(%ﬂ
%‘(fo,fl,fz, ...... ), m:mEﬂ?‘ (Po,P1,P2, ...... ), E) %E%(—',/\,v,ﬁ,v,ﬂ,l—) @B)J
e (Wyaktar=)EZFThsh. term & formula (TLLTF O X 5 ITImMICE R
ns .

1. BHZHII term TH 5.

2. fBEIEGES T, t,.... .. Jn Dterm DL X, f(ty,...... ,tn) X term TH 5.

3. PbGERE AT, t1,...... Jtn Dterm D& X, P(ty,...... ,tn) 13X formula T
H5.

4. A B)formuladD & %, -A,ANB,AV B,A — BlXformula TH 5.

5. A(a) DEHHEE a & T formula T, z 3 A(a) DFICRVWEEEHD & %,
VzA(z), Iz A(z) i¥ formula TH 5.

6. 1~ 5D ETIL term =X° formula 135 HiL72\0.

sequent (% [formula OFRF| Hormula DHRFN) WIS BOFRINOETHD. se-
quent OFEH & F 5 OIXAED O HFRE L CHGRBAOAZHWCEXHIHETHS.
(i R B O AP & HERRBLHNIIA LR SR I Tz u.)

Turing machine & XM X > TRE LN ICERBIZEWT —7 LAY
~v B & BRHIEERD 572 58T, YT ORMt L2 i LoT s rarea—
BDZLThD. T—7 EOFEMIE L ODRMI L XFEEFEPLTNS. (A
i%%ﬁﬁkj(%o)lokﬁ@?‘ ) FEAEY ~y RIZERFRT1 2OEAET 2R T
W5, FHEET, BARY ~y RIZENSHAR- 12T L Z ORI 5 AR
%‘J?ﬂ%ﬂ@ﬁ%ﬁﬁi&@%ﬂﬁ/‘\bﬁ FoTxoxFaEEHRZ, ABEIIEBKOE
MCBEIL, NIREZZELSE, KOMRR~EB5.

...... a; e == ag

w B ¢ w Wt + 1

Turing machine (Z3XFF% AN LT bR/ LMD E TORBIZ—MRIZATIN
RKELRDIZLHEMAHETHDT, FOMEANIFIORES n 0K THET.
HH A A, Turing machine DYEREIC L > THHEFFRIZR 2 5. Pz idE0O=a s Ea—
ZIFBVWNARIEO a2 Ea—2 3., UL, ZOREOEWVIE Y ERETH
5. o T, EEMLEOBEWVTERT S, T2OLMRBICIIETERLT, bodkXk
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BRI OWTE 2D, £, n BHEH/NSWHETER TSR
MBENEVIFERLT, +ORKEVRIZONTEZ S, FilxiE, LR SZEX
apn+antlt4....on +ai_1n+a; DFEHHRE DK LTI Z DORIE (ap + 1)t
THEZ6N, ao+ VIXEEENS Zhg nt LR—HT 5.

THGRFICB W TE 2 BTz sequent ASFERA ATREDN T 2> DI E LR 2V & s
FHIZFRETH 2 F T LB TS, L LMD, sequent DFEH] RIHEMEDH]
FIWETAHREMIZIEDOLS BWWRENE W) Z EIEHF VORI N TV RNWE D THS.
F T, FOHERMEZFTRLFITRKFEVEL Bbh s, Ko Tl 2nler 25 o
7T (MERE OB AL 2N AT v 7 T) TRNARETH L EE /R LIz, (iRE L v
) DT HHGRFERBEOFETH Y, BV & I 2RV GwRE L HiMERE WD, )
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